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A general approach to time domain digital filtering is described, and examples of some filters used in EEG/ERP research are presented. Simulations are reported that evaluate the impact of the relative length of the filter weight series and the signal cycle to be filtered, the span and real-time density of the filter weights, and slow drift across the epoch being filtered. Results indicate that some filters commonly used in the EEG/ERP literature are inadequate. Frequency domain digital filtering is also briefly discussed. The fast Hartley transform, a fast but relatively unknown computational method for frequency domain filtering of ERP/EEG data, is introduced and compared with time domain filtering. Some practical recommendations are provided.

The analysis of encephalographic (EEG) data, either ongoing activity or event-related potentials (ERPs), generally requires the extraction of a signal of interest from a noisy background. This filtering process may be carried out in a variety of different ways. The term digital filter refers to a wide range of techniques that have in common the fact that they are mathematical procedures applied to discrete, numeric representations of continuous waveforms to emphasize or attenuate certain frequencies.

Digitally filtering an EEG waveform in the time domain typically involves cross-multiplying each unfiltered data point and its neighbors with a set of weights. In effect, the weights represent a copy of the signal pattern of interest. The cross-multiplication process is repeated for each point to be filtered. The sums of these cross-products, arranged as a series, constitute the filtered waveform. An intuitive appreciation of how such a procedure can accomplish frequency-specific filtering can be gained by considering a set of weights with magnitudes forming a sine wave of a particular frequency. When data points are cross-multiplied with these weights, the sum of the cross-products will be largest when the data predominantly consist of a sine wave of the same frequency and are in phase with the weights, such that the two sets of values rise and fall in synchrony. The sum of the cross-products will be most negative when the data have the same frequency but are inverted (180° out of phase). Any other pattern in the data will produce a sum closer to zero. In effect, the filter is “tuned” to detect a sinusoidal signal of a certain frequency, and signals that are nonsinusoidal or do not match the filter’s frequency will not produce as much output.

Digital filters of this type are pervasive in psychophysiology. In designing an appropriate filter for a given EEG/ERP application, the investigator faces a choice among a variety of methods for generating the weights used in the cross-multiplication function and also a choice of the set of adjacent time points to which to apply the weights. These choices affect the computational speed of the filter, how much of the desired signal is preserved, and what kind of noise is attenuated. In aggregate, these choices involve a variety of tradeoffs. Unfortunately, it appears that digital filters are more widely used than understood, with the result that inferior and often inappropriate filters are used.

To facilitate appropriate use of digital filtering in the EEG/ERP literature, this paper will provide a general approach to conceptualizing time domain filter methods, followed by some empirical investigations of the limits of such methods. The presentation will emphasize accessibility rather than completeness (see Cook & Miller, 1992; Ruchkin, 1988; and especially Glaser & Ruchkin, 1976, for more technical discussions). Time domain filtering will be distinguished from frequency domain filtering. Basic concepts of frequency analysis will be presented, and a relatively new computational approach to frequency domain filtering that is largely unknown in the EEG/ERP literature will be introduced. Finally, some comparisons and recommendations involving these methods will be offered.
DIGITAL FILTERING IN THE TIME DOMAIN

Concepts and Terminology

We will introduce a formal representation of a common filtering method and then discuss some examples. EEG voltage varies continuously over time and may be digitized at equal intervals, yielding a time series of \( n \) observations of the form

\[ X_1, X_{1+p}, X_{1+2p}, X_{1+3p}, \ldots, X_{1+(n-1)p}. \]

The subscripts refer to the time at which the associated data point \( X \) is observed, such that \( t \) is the time at which recording began and \( p \) is the sampling period (the time between adjacent samples). Such a representation of the data is said to be "in the time domain." The present focus is on a very common type of digital filter, in which each filtered point is computed by using the corresponding unfiltered point and an equal number of unfiltered points before and after the point to be filtered. Specifically, each output value is computed as the sum of the cross-products of the weights and a symmetrical set of adjacent input data points, as follows:

\[ Y_t = \sum_{j=-j}^{j} W_j \cdot X_{t+j}, \]

where \( W \) is the series of \( 2j+1 \) weights (subscripted \( -j \) to \( +j \), \( X \) is the input time series, \( Y \) is the filtered time series, and the subscript \( t \) refers to each time point in the input series.

This cross-multiplication and summing procedure, when carried out across a range of values of \( t \), is referred to as convolution. The \( 2j+1 \) weights are symmetric (i.e., \( W_j = W_{-j} \)) about an unpaired center weight, \( W_0 \). Such filters have a finite impulse response (FIR), a term referring to a filter's response to a perturbation in an otherwise consistent input function. Filters that define output points solely on the basis of input points are said to have a finite impulse response, because the arithmetic effect of a single aberrant input point (an "impulse") is confined to the \( 2j \) points adjacent to it. As a result, the perturbation disappears after a finite amount of time (after the last filtered point that includes the aberrant unfiltered point in its computation—the \( j \)th point). In contrast, filters that define each filtered point in part on the basis of prior filtered points have an infinite impulse response (IIR), because the arithmetic effect of a single aberrant point will continue to some degree into all subsequent points. These two kinds of filters are also sometimes referred to as "nonrecursive" and "recursive," respectively (see Cook & Miller, 1992, for discussion of FIR and IIR filters).

A variety of FIR filters have been described in the EEG/ERP literature, with the most common use being to smooth a time series (i.e., remove high-frequency components). Smoothing is most often accomplished by averaging a symmetric set of points before and after each point being filtered. In an average of \( N \) points, each point is weighted by \( 1/N \). Because the \( N \) points generally cover only a small portion of the total time series, fast but not slow changes are removed by the filter, which thus serves a smoothing function. This filter is variously referred to as a moving-average filter, reflecting the fact that computation of the average is repeated to define each filtered point; as an equal-weight filter, reflecting the fact that the weights are identical; or as a boxcar filter, reflecting the shape of a plot of the weights. Boxcar filters vary only in the number of data points averaged together, since that dictates the value of the weights (\( 1/N \)).

The gain function of a filter describes its gain (ratio of output to input) as a function of frequency. Thus, the gain functions illustrated in Figure 1 show the proportion of the input signal at a given frequency that is available in the output of the filter. A gain of 0.0 implies complete attenuation at a given frequency, whereas a gain of 1.0 implies no attenuation. In some circumstances, gain can exceed 1.0 (in effect, the filter functions as an amplifier at that frequency) or fall below 0.0 (an inverter). Gain functions for useful digital filters typically share several features: The pass band is the frequency range where the gain function is close to 1.0, the stop band is the frequency range where the gain function is close to 0.0, and the transition band is the frequency range where the gain is intermediate. The \( x \)-axis of a gain function for a digital filter ranges from 0 Hz (dc) to one half the sampling frequency (i.e., \( f_s/2 \), called the Nyquist frequency).

For a boxcar filter, the gain function is solely a function of the number of weights and the sample frequency. Gain functions for some boxcar filters illustrated in Fig-
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ure 1 indicate several limitations of such filters. Unless
a considerable number of weights is used (more than is
typical in the ERP literature; see Farwell, Martinerie, Bash-
lore, Rapp, & Goddard, 1993), the gain function shows
very poor frequency precision. This is apparent in the
breadth of the transition band and the ripple in the stop
band. In fact, the signal can be inverted (gain < 0.0) by
as much as 33% for a 3-weight filter and still as much as
22% even for a 15-weight filter. The half-amplitude cut-
off frequency, \( f_c \), for a boxcar filter of length \( 2j + 1 \) weights,
applied to data digitized at a sampling frequency of \( f_s \), is
approximately \( 0.61 \times f_s/j \). This implies that \( j \) and \( f_c \) cannot
be specified independently. Furthermore, because \( j \)
must be an integer, available cutoff frequencies are quite
limited for a given \( f_c \).

Advantages of boxcar filters include intuitive sim-
plicity and speed of computation. The speed considera-
tion may be particularly important if the filter is to be
implemented on line. These advantages must be weighed
against the boxcar filter’s limited range of parametric
control (e.g., available cutoff frequencies), its very poor
frequency precision, and its potential for introducing ap-
parent phase shifts. Cook and Miller (1992), Farwell et al.
(1993), Ruchkin (1988), and Ruchkin and Gasser (1978)
have provided further discussion of boxcar filters. Far-
well et al. make a particularly convincing case against the
use of boxcar filters in ERP research.

In recent years, FIR digital filters have increasingly
used sets of unequal weights. In exchange for the greater
computational demands of these more complex FIR fil-
ters, they generally provide far superior frequency pre-
cision and greater control over other filter characteris-
tics. Frequency precision is limited only by the number
of weights (and thus time points) employed. Multiple
pass or stop bands can be specified, which may be of use
if several sources of narrow-band activity are of interest
(e.g., different EEG frequency bands) or are to be removed
as noise.

Any filtered time series can be subtracted from the
original time series, yielding a second filtered time se-
ries. This implements the complement of the original
filter. For example, a filter that passes frequencies only
very close to 50 or 60 Hz can be used to remove 50 or
60 Hz via subtraction. This procedure can be applied
with any low-pass filter (including a boxcar filter) in
order to effectively convert it to a high-pass filter, and
vice versa.

Given this broad view of FIR filters (see also Coles,
Gratton, Kramer, & Miller, 1986; Cook & Miller, 1992;
Donchin & Heffley, 1978), it becomes clear how pervas-
ive they are in the EEG/ERP literature. Computation of
the mean of a time series may be construed as the appli-
cation of a boxcar filter, attenuating all frequencies ex-
cept 0 Hz (dc). One can also conceptualize an area mea-
sure in the scoring of an ERP component as a boxcar
filter, in which the number of weights is equal to the
number of data points in the scoring window. Computation
of the variance of a time series removes the dc com-
ponent while retaining (and combining) all other (ac)
frequencies. This follows from the fact that computation
of the variance involves the subtraction of the mean. Simi-
larly, the computation of the root mean square (RMS)
value of an ac signal is equivalent to the standard devia-
tion of the time series, since the mean (not explicitly sub-
tracted in the RMS procedure) of an ac signal, in gen-
eral, is 0. The most common scoring method in the ERP
literature is the detection of a maximum or minimum
value in a time window. This peak-picking can be un-
derstood as the application of a filter with weights (..., 0, 0, 0, 1, 0, 0, 0, 0, ...). This filter is applied repeatedly,
at each sample point within the scoring window, and the
sample producing the largest convolution is selected as
the score. As a high-frequency noise-reduction strategy,
occasionally one chooses to remove the intac point and
replace it with the average of its immediate neighbors.
Such a procedure can be considered the application of a
filter consisting of the weights (0.5, 0, 0.5) applied around
the intac point (although Glaser & Ruchkin [1976] warn
against the unusual gain function of such a filter). Even
the ubiquitous prestimulus baseline computation
is, in effect, a boxcar filter.

Particularly interesting are FIR filtering methods used
in ERP template-matching algorithms. The template can
be seen as a set of weights that reflects a specific hy-
pothesis about the shape of the signal being sought. For
example, if the template (the set of weights) is simply the
positive half cycle of a 2-Hz sine wave, then cross-
multiplication of that template with raw EEG will con-
stitute a means of filtering for the P300 component of
the ERP on a single-trial basis (see, e.g., Ford, White,
Lim, & Pfeffelbaum, 1994). One might search EOG or
EEG data for a blink by establishing a filter template
whose weights approximate the shape of a blink (e.g.,
Gratton, Coles, & Donchin, 1983; Miller, Gratton, & Yee,
1988). The Woody (1967) filter technique used for lat-
ency correction of ERPs uses as its template a portion
of the precorrection waveform for a given subject (i.e.,
the template weight function is customized for each sub-
ject). In all of these examples, one slides the template
along the time series of data, cross-multiplies and sums,
and notes the latency of maximum value as the likely lat-
ency of the signal for which one is filtering.

A somewhat different use of the weight series in time
domain frequency filtering is seen in the autocorrelation
function. In autocorrelation, a time series of \( N \) points
is systematically correlated with a copy of the \( N \) points
at various sample-point lags. At zero lag, the correlation
is 1.0. The lag is systematically increased, with the corre-
lation computed at each lag for up to \( N-2 \) lags. The re-
sulting set of correlations can be plotted as a function
of lag, as is shown in Figure 2.

The autocorrelation function filters by highlighting
temporally recurrent information and deemphasizing
other information in a time series. In the case of a pure
sine wave signal (top panel of Figure 2), the autocorre-
lation function duplicates the original sine wave per-
fectly. When the signal-to-noise ratio is moderate, the autocorrelation function is fairly robust to random noise (middle panel). Finally, the autocorrelation can reveal multiple signal frequencies (bottom panel), although this is less useful as the number of frequencies increases. A cross-correlation function is generated similarly, except that distinct sets of points X and Y (e.g., from two channels) are correlated at various lags. This approach could be especially useful, for example, in determining latency differences between ERP component peaks at homologous sites over different hemispheres. Autocorrelation and cross-correlation procedures require no a priori model of a desired signal. They simply reveal whatever substantial periodic signals may be present.

Autocorrelation and cross-correlation procedures illustrate the breadth of means by which the investigator can obtain the set of weights for a digital filter. Although they obtain their weights rather differently from the other examples presented here, all of these methods have in common a simple summing-of-cross-products computation involving two time series. The general point is that such digital filters are pervasive in the EEG/ERP literature. Here are four examples that illustrate such filters used with EEG and ERP data.

In a standard ERP study, one often wants to identify components that are roughly half sinusoids and quantify their peak amplitude and the latency of that peak. The phase distortion that a conventional analog filter introduces might affect the latency measurement. Setting the analog low-pass filter too high is problematic, because searching for the maximal value in a latency window would then risk capitalizing on small, chance fluctuations (noise) in the channel. Hence, it is useful to smooth the data digitally before scoring. One must estimate the frequency characteristics of the component(s) of interest and select a filter that has either a narrow transition band or a cutoff frequency well above those frequencies. Giess-Davis, Miller, and Knight (1993) expected the main ERP components of interest to be below 5 Hz and wished to remove alpha-band information (around 10 Hz) prior to scoring. A low-pass filter with a half-amplitude cutoff of 5 Hz would require a moderately narrow transition band, in order to pass 0 Hz and still remove alpha. A non-boxcar 31-weight filter proved adequate for data digitized at 125 Hz, with amplitude gains of 96% at 0 Hz, 87% at 2 Hz, and just 2% at 10 Hz.

In contrast, in looking at alpha activity in baseline EEG digitized at 125 Hz, Etienne, Deldin, Giess-Davis, and Miller (1990) found that a non-boxcar 31-weight filter constructed to pass just 8–13 Hz (half-amplitude cutoffs) was much less effective. The filter passed only 61% of the desired activity at 10 Hz, yet it passed 25% of the undesired activity at 6 and 16 Hz. The large attenuation at 10 Hz and the considerable leakage outside the desired pass band were essentially due to 10 Hz being relatively close to both of the cutoff frequencies. Very narrow transition bands, requiring many weights, are necessary in
such a case. These first two examples are not as similar as they may seem. Although both involved 125-Hz sampling and 31-weight filters that could be described as having a pass band that is 5 Hz wide, the 8–13 Hz bandpass filter is much more exciting, because half of the 8-Hz amplitude must be removed. In contrast, for the 0–5 Hz low-pass filter, all of the 0-Hz activity is to be passed. For more success in separating 8–13 Hz activity in EEG digitized at 250 Hz, Heller, Nitschke, Etienne, and Miller (1997) employed a non-boxcar 501-weight filter that provided a virtually perfect gain function.

A quite different case is the measurement of very slow phenomena. To quantify the contingent negative variation (CNV), Yee and Miller (1988) employed, in effect, a boxcar filter to remove conventional (faster) EEG activity, averaging together the last 250 msec of EEG to score the CNV. Such a case in which signal and noise have very different frequencies permits a wide transition band, and one can benefit from the computational speed of a boxcar filter.

**Practical Considerations in Time Domain Digital Filtering**

The foregoing discussion has provided some definitions and some computational and intuitive perspectives on basic time-domain digital filters (see also Cook & Miller, 1992, and Donchin & Heffley, 1978). Also worth consideration are some practical issues. For this paper, we undertook some empirical comparisons in order to address three issues: the signal cycle length to be filtered, the span and real-time density of the weights, and the impact of a linear trend (slow drift). For all of these comparisons, we digitally generated data with specified frequency and amplitude characteristics and then subjected them to digital filters varying along various dimensions of interest. The accuracy of the filter was judged on the basis of its ability to return a waveform with the same RMS amplitude as that of the original waveform.

**Relationship of filter length to signal cycle length.** Working with time-domain digital filters in a variety of electroencephalogram, electrodermal, EEG, and ERP applications, we came to wonder whether the length of the filter (in number of weights or in real time) relative to the length of a given sine wave cycle could be a factor in the accuracy of the filter. There is some appeal to the notion that a filter might perform better to the degree that it spans a larger portion of a given sine wave cycle, or a larger number of cycles. Alternatively, it may be the span of real time that the filter covers, rather than the number of cycles, that matters. A third possibility is that neither the span of real time nor the number of cycles matters.

We explored this empirically by creating two simulated 60-sec samples of a 50-μV peak-to-peak (17.678 μV RMS) pure sine wave, one at 5 Hz and one at 10 Hz. We then sampled the continuous sine wave functions at either 125 Hz or 250 Hz. We constructed a number of filters, each with a half-amplitude bandpass of 4–6.5 Hz (applied to the 5-Hz signal) or 8–13 Hz (applied to the 10-Hz signal). The 10-Hz simulation was selected because of the importance of alpha band (8–13 Hz) activity in much EEG research and because of the threat that alpha band activity poses in much ERP work. The 5-Hz simulation allowed an unconfounding of simulated signal frequency and sample frequency. Thus, for example, a 5-Hz signal sampled at 125 Hz provides the same number of samples per sine wave cycle as does a 10-Hz signal sampled at 250 Hz.

Table 1 contains the RMS values obtained for 32 simulated cases in which the weights spanned varying amounts of real time and thus varying numbers of signal cycles, from less than a tenth of a second to over 8 sec and from less than half a cycle to over 80 cycles. Not surprisingly, as the number of weights increased, the filter improved. Examining each column in the table, the RMS values rise monotonically until they are within 1% of the 17.678-μV ideal. Importantly, in all four columns, RMS values do not reach asymptote until about 7 cycles were spanned. In contrast, the real-time span of the filter shows no consistent relationship to the number of weights at which asymptote was reached.

Certain regularities in Table 1 confirm the validity of the simulation. For a given row (i.e., a given number of weights), the first and last cases (columns) produced identical RMS values (within rounding error). For example, with 21 weights, a 5-Hz signal sampled at 125 Hz and a 10-Hz signal sampled at 250 Hz both produced 4.321 μV. In both cases, sampling provided 25 samples per cycle, and the 21-weight filter spanned 84 cycle.

Table 1 raises significant questions about some kinds of filters in widespread use. The relatively low number of weights often employed in time-domain digital filters in the EEG/ERP literature (e.g., the 7-weight boxcar filters historically common in P300 studies or the 9-to 15-weight boxcar filters evaluated by Farwell et al., 1993).

<table>
<thead>
<tr>
<th>Simulated Signal Frequency (Hz)</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Weights</td>
<td>125</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>21</td>
<td>4.321</td>
<td>3.079</td>
</tr>
<tr>
<td>31</td>
<td>6.052</td>
<td>3.587</td>
</tr>
<tr>
<td>125</td>
<td>16.335</td>
<td>10.532</td>
</tr>
<tr>
<td>175</td>
<td>17.485</td>
<td>13.404</td>
</tr>
<tr>
<td>251</td>
<td>17.741</td>
<td>16.048</td>
</tr>
<tr>
<td>501</td>
<td>17.636</td>
<td>17.752</td>
</tr>
<tr>
<td>1023</td>
<td>17.670</td>
<td>17.611</td>
</tr>
</tbody>
</table>

Note—Table entries are postfiltering RMS signal voltage in μV for an input signal consisting of 60 sec of a 5- or 10-Hz pure sine wave with a peak-to-peak amplitude of 50 μV The 5-Hz data were submitted to time domain 4–6.5 Hz bandpass filters with specified numbers of weights. The 10-Hz data were submitted to time domain 8–13 Hz bandpass filters with specified numbers of weights. For a perfect 4–6.5 or 8–13 Hz filter (passing all 5- or 10-Hz activity and passing nothing else), the entry would be 17.678 μV. Tables entries near that asymptote (< 2% error) are in boldface.
appears to be far short of asymptote. Even with 21 weights and the greater precision that an unequal-weight filter allows, the RMS value was only 17%—44% of the correct value. It must be noted, of course, that no simulation can be comprehensive. Whereas a span of half a dozen cycles or more seems necessary in the four cases evaluated here, that number could vary as a function of the width of the filter pass band (the frequencies that the filter should retain) relative to the bandwidth of the target signal and also as a function of the amplitude and frequency of noise to be filtered out in the stop band. If anything, however, the present noiseless simulations may underestimate the appropriate number of weights. Minimally, these empirical simulations suggest that the number of weights should be sufficient to span at least 5–10 cycles of prominent signals in the time series of data being filtered.

Real-time filter weight density. These same simulation data can address a second practical question. For the filtering of a given time point and a given number of weights, the number of signal cycles that the weight series spans is a function of the sampling frequency of the raw data. For a fixed number of weights, increasing the sample frequency reduces the real-time span of data involved in the filtering of a given point. Does increasing the sample frequency (and thus the density of the weights in real time) have an impact on the performance of the filter?

The results of the simulations presented in Table 1 can be rearranged to address this question. Table 2 illustrates five pairs of filters, each with a half-amplitude bandpass of 8–13 Hz, applied to a simulated 10-Hz signal. The first case compares the signal passed by a 51-weight filter applied to data sampled at 125 Hz to the signal passed by a 101-weight filter applied to the same data sampled at 250 Hz. The two filters span about the same amount of real time (about four cycles), thus differing only in the real-time density of the weights. The resulting RMS values differ by less than 5%. The other cases provide similar comparisons for filters that span more data, with the same result. The similarity of the two RMS values in each pair of rows does not vary as a function of how close the RMS values are to asymptote, even though, as in Table 1, the RMS values do approach asymptote as the number of weights grows. In sum, weight density does not affect the filtered representation of the signal.

The practical implication of Table 2 is that increasing the sampling frequency and correspondingly the number of weights per cycle does not improve filter accuracy. It simply increases filter computation time. If available, extra computation time should be spent on increasing the number of weights without changing the sampling frequency. That will mean that more signal cycles are spanned, which in Table 1 is established as beneficial. This conclusion is consistent with the dictum that frequency resolution and temporal resolution vary inversely—for better frequency resolution, sacrifice temporal resolution by including a greater span of real time (i.e., more cycles) in the filter (Cook & Miller, 1992).

Impact of slow drift. For reasons to be reviewed below in the discussion of frequency domain filtering, a standard assumption is that frequency domain methods are very vulnerable to nonsinusoidal changes during the filtered epoch. We investigated the vulnerability of the type of time domain filter emphasized here to a particularly extreme version of that problem. To our pure 10-Hz sine wave, we added a linear trend, simulating the slow drift sometimes seen in EEG/ERP data. We employed a number of different slopes, ranging from .5 to 250 μV/sec. The composite waveform was sampled at 250 Hz and submitted to 251- and 1,023-weight filters designed to pass 8–13 Hz. The output of the 251-weight filter varied less than 1% up to a trend of 125 μV/sec. At 250 μV/sec, an unusually large drift for real data, the error was 1.4%. The 1,023-weight filter showed no variability at all, perfectly matching the RMS alpha value obtained when no trend was added. It is clear that, given enough weights, low-frequency activity is fully attenuated, such that even large amounts of slow drift have little or no effect on the 8–13 Hz filter output. Filters using fewer weights, typical in EEG/ERP research, would be far more vulnerable, and this problem would be exacerbated in studies in which researchers are interested in lower pass bands. Simons, Miller, Weerts, and Lang (1982) developed a method for dealing with the latter problem in long-interval CNV studies that may be applicable to other low-frequency measures.

### Table 2

<table>
<thead>
<tr>
<th>No. Weights</th>
<th>Milliseconds Spanned</th>
<th>Cycles Spanned</th>
<th>Sampling Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>408</td>
<td>4.08</td>
<td>14.933</td>
</tr>
<tr>
<td>101</td>
<td>404</td>
<td>4.04</td>
<td>14.985</td>
</tr>
<tr>
<td>63</td>
<td>504</td>
<td>5.04</td>
<td>16.269</td>
</tr>
<tr>
<td>125</td>
<td>500</td>
<td>5.00</td>
<td>16.335</td>
</tr>
<tr>
<td>125</td>
<td>1,000</td>
<td>10.00</td>
<td>17.743</td>
</tr>
<tr>
<td>251</td>
<td>1,004</td>
<td>10.04</td>
<td>17.741</td>
</tr>
<tr>
<td>251</td>
<td>2,008</td>
<td>20.08</td>
<td>17.635</td>
</tr>
<tr>
<td>501</td>
<td>2,004</td>
<td>20.04</td>
<td>17.636</td>
</tr>
<tr>
<td>501</td>
<td>4,008</td>
<td>40.08</td>
<td>17.648</td>
</tr>
<tr>
<td>1,023</td>
<td>4,092</td>
<td>40.92</td>
<td>17.672</td>
</tr>
</tbody>
</table>

Note—Table entries are postfiltering RMS signal voltage in μV for an input signal consisting of a 10-Hz pure sine wave with a peak-to-peak amplitude of 50 μV. For a perfect 8–13 Hz filter (passing all 10-Hz activity and showing nothing else), the entry would be 17.678 μV.

### Digital Filtering in the Frequency Domain

#### Concepts and Terminology

Up to this point we have been concerned with data represented and filtered in the time domain. The frequency domain provides an alternative perspective on digital filtering and frequency analysis that warrants some discussion and comparison with the time domain perspective. This alternative is of interest both as a different means of implementing a digital filter (in the fre-
frequency domain) and as a means of generating the weights to be used in a digital filter in the time domain. Crucial to understanding how data collected in the time domain might be filtered in the frequency domain is an understanding of how time series data can be converted to a frequency domain representation.

The fast Fourier transform. In the substantial literature on frequency domain methods of data analysis in general and digital filtering in particular, the community of EEG/ERP researchers is probably most familiar with the fast Fourier transform (FFT; Cooley & Tukey, 1965) as a means of estimating the frequency composition of a time series. Intensive treatments of the FFT are available in numerous sources (e.g., Brigham, 1974; Glaser & Ruchkin, 1976). Most relevant here is an intuitive understanding of what the FFT does, what some of its practical constraints are, how it can be used to accomplish frequency filtering in the frequency domain, and how it can be used to facilitate frequency filtering in the time domain.

Subject to certain constraints, Fourier's theorem states that any time series waveform may be modeled as the sum of a set of sinusoidal waveforms, each of a different frequency and having an associated amplitude and phase. Figure 3 provides an illustration of this summation approach. This principle is the basis of Fourier analysis, which yields an estimation of the amplitudes and phases of the constituent sinusoids as a function of frequency. This representation of a signal is said to be "in the frequency domain." A direct Fourier transform is an algorithm that converts a digitally represented signal from the time domain to the frequency domain; an inverse Fourier transform converts the signal from frequency domain to time domain. The fast Fourier transform is the FFT. Some simple arithmetic (see Cook & Miller, 1992) applied to a portion of the output of the Fourier transform produces a series of frequencies and amplitude (or, optionally, power) values at those frequencies. Those frequencies are often referred to as frequency bins. The original time series of data (such as the square wave in Figure 3) is thus represented as a series of frequencies, each with a specific amplitude appropriate for modeling that time series. At this point, the investigator may pursue either of two goals. If the goal of the filtering is simply to quantify the amount of activity at certain frequencies, the investigator sums or averages the activity in the bins that come closest to spanning 8–13 Hz. The resulting score is analogous to the procedure, presented above, of leaving the data in the time domain, applying an FIR digital filter to the raw time series, and computing an RMS score on the filtered time series to quantify the amount of activity in a particular frequency band. If instead the goal of the filtering is to provide a filtered time series, the investigator can set the activity in all frequency bins outside the desired pass band to 0.0 and then perform an inverse Fourier transform to reproduce the (now filtered) time series.

In summary, the time domain and frequency domain approaches may be contrasted as follows. For time domain filtering, the investigator applies the filter to the raw data, directly producing the filtered time series. If frequency analysis is desired, an additional step is necessary, such as an RMS computation. For frequency domain filtering, the Fourier transform of the raw data is computed, the filter is applied (by zeroing unwanted frequency bins), and the inverse Fourier transform is applied. If quantification of pass band activity is all that is desired, the inverse Fourier transform step is omitted.

Some limitations of frequency domain filtering are well established. It requires that filtering be delayed until the full epoch to be filtered has been acquired. This may present difficulties if filtered data are required in real time. Another limitation is often imposed by the algorithm used to compute the transform. Most typically, some form of the FFT (for some variations, see Brigham, 1974) is used to provide increased computational speed in exchange for certain limitations (Dumermuth & Molinari, 1987). For example, the algorithm is usually applicable only to a time series with exactly 2^n members, where n is a positive integer. Despite these limitations, frequency domain filtering with the FFT is a well-established practice in the EEG/ERP literature. A third limitation is that, if the signal is not stationary (i.e., does not have consistent mean and frequency components) over

Figure 3. Illustration of the Fourier modeling of a square wave via summation of sine waves of appropriate frequency, amplitude, and phase. The square wave at the bottom is the average of the five sine waves above it. Note that the sine waves are in phase only at the half-cycle transitions of the square wave. Those synchronized transitions are thus reflected in the approximate square wave at the bottom. At all other times, the sine waves are out of phase with each other and thus cancel out, providing the plateaus of the square wave. Although this illustration employs five sine waves, according to the Fourier theorem a complete model would employ an infinite number of increasingly small-amplitude sine waves, further sharpening the half-cycle transitions and flattening the plateaus.
the epoch for which the Fourier transform is calculated, artificial high-frequency noise and discontinuities between adjacent epochs can result (Attinger, Anne, & McDonald, 1966; Cook & Miller, 1992).

Stationarity. It is commonly noted that real-world psychophysiological data routinely violate the Fourier method's requirement of stationarity, but this issue has not received extensive treatment in the EEG/ERP literature. The property of stationarity refers to complete consistency over time of the constituent functions underlying an observed time series. Since the Fourier approach to a time series of length T (in seconds) starts with a sine wave of frequency 1/T (in cycles per second), the Fourier modeling of the time series will work properly only when the slowest frequency in the data is exactly 1/T. Furthermore, all other (faster) frequencies in the data should be limited to the harmonics of 1/T; that is, 2/T, 3/T, and so on. Brigham (1974, chap. 6) and Glaser and Ruchkin (1976, chap. 3) provided graphical illustrations of the misallocation of frequency information, called leakage, that occurs when nonharmonic frequencies are present. Were the FFT applied to a time series of infinite length, this leakage into inappropriate frequency bins would not occur. This point can readily be understood intuitively, in that as T approaches infinity, 1/T approaches 0.0. As a result, the frequency resolution becomes extremely high, so that virtually any activity is close to a harmonic. Very long analysis epochs are thus much less vulnerable to leakage of nonharmonic activity.

On the other hand, long analysis epochs are vulnerable to another violation of the stationarity assumption: changes in the constituent frequencies over time. The Fourier transform from the time to the frequency domain produces a set of amplitude and phase values, one amplitude and one phase value for each harmonic. Because the entire time series will be described by a (static) set of frequencies of specified amplitude and phase, this approach cannot deal correctly with any change in the amplitude or phase of a given frequency during the T epoch. In that sense, the data must be “stationary” during the epoch analyzed.

One way to deal with the stationarity assumption is to break up a long time series into shorter epochs, on the assumption that data will be more stable over shorter periods. Thus, for example, a 60-sec time series might be analyzed as sixty 1-sec epochs, rather than as a single 60-sec epoch. This is a computationally demanding strategy, for which the speed improvement of the FFT has proven very important. We might wish to draw attention to a new method, the fast Hartley transform (FHT; Bracewell, 1984; for a very accessible introduction, see O'Neill, 1988), which we believe would be superior in most EEG/ERP applications. Conceptually, the Hartley transform is closely analogous to the Fourier transform. However, the FHT algorithm relies solely on real arithmetic, unlike the traditional FFT, which involves complex arithmetic. O'Neill discussed why the FHT takes half the time and half the memory of the traditional FFT. Like the Cooley–Tukey

FFT method discussed above, the FHT requires that the length of the time series be a power of 2.

Design of Time Domain Filters in the Frequency Domain

With the preceding brief discussion of Fourier analysis in mind, we can now examine one means of designing the time domain digital filters discussed earlier in this paper that will illustrate some aspects of the relationship between time domain and frequency domain data representations and filter methods. The FIR filters involve convolving a time series with a symmetric weight series (which may itself be considered a time series), yielding a filtered time series. Specific steps for constructing such filters (i.e., generating the weight series) have been described by Gold and Rader (1969; see also Ackroyd, 1973; Cook & Miller, 1992; Dumermuth & Molinari, 1987; Oppenheim & Schafer, 1975), and software implementing the weight-generation process is available (e.g., Cook, 1981). Briefly, the technique involves four steps, summarized in Figure 4. First, the filter’s ideal, frequency domain gain function is specified as an array of Is and 0s corresponding to the stop and pass bands, respectively. Second, the inverse Fourier transform is applied to this gain function to obtain its time domain equivalent, which serves as the initial set of filter weights. Following the principles of Fourier analysis described above, these weights are defined a time series consisting of the sum of a set of sinusoids, each corresponding to a different frequency in the pass band of the ideal gain function. Although the process of designing an FIR filter can stop after these two initial steps, two further steps are often taken to improve and evaluate the filter. The third step involves refining the filter weight series by applying a window to it. Figure 4 illustrates three such windowing functions. Finally, the windowed filter is evaluated: the direct Fourier transform converts the windowed weight series back to the frequency domain, which yields the actual gain function, which can be evaluated in comparison with the ideal gain function specified in Step 1. Steps 3 and 4 may be repeated with different parameters until a weight series is obtained that has a gain function satisfactory for the user’s application.

Although Cook and Miller (1992, Appendix B) described these steps in greater detail, the windowing process is so central to the filter generation process that it deserves further comment here. In general, windowing involves cross-multiplying a function with the original filter weights, with the result being a filter that is narrower (has fewer weights) and/or tapered at its ends. Windows vary in their shape and width, and the choice of a window involves balancing tradeoffs related to filter width, computation speed, transition bandwidth, and gain function ripple (i.e., variation in the actual gain function around 0.0 in the stop band and 1.0 in the pass band). The simplest window function is rectangular, and its effect is to truncate the weight series. Truncating the
weight series directly reduces computation time. However, applying such a rectangular window also produces ripple in the gain function, as is apparent in Figure 4. Ripple can in turn be reduced by tapering the ends of the truncated weight series, using one of several tapering windows (Ackroyd, 1973). The Hamming window is relatively gradual among the tapering functions illustrated in Figure 4. For example, it reduces the weights by about 46% halfway from the center of the weight series to the outermost weight. In general, applying a Hamming window reduces but does not eliminate truncation-related ripple. However, it also widens the filter's transition band, making it less selective across the frequency spectrum. Compared with the Hamming window, the Blackman window is more severe (the corresponding reduction is 66% at the halfway point), and its effects are more extreme. That is, it nearly eliminates gain function ripple but further widens the gain function transition band.

**Practical Considerations in Frequency Domain Digital Filtering**

**Slow drift.** The requirement for stationarity, the requirement that all frequencies present in the time series be limited to the harmonics of 1/T, and the typical availability of analysis only of time series the lengths of which a power of 2 provide important practical constraints on the appropriateness of frequency domain analysis. A particularly underappreciated aspect of these constraints is the stationarity requirement in the face of slow drift in the data.

The wide range of possible violations of stationarity precludes a thorough empirical investigation of the conditions under which such violations seriously distort one's analysis. However, we used the simulated slow-drift data discussed earlier to investigate the impact on FHT output (see Glaser & Ruchkin, 1976, chap. 3, for an analytic discussion of this point). As was the case with the time domain filters with adequate numbers of weights, FHT output was not seriously affected. Even when we added a 250-μV/sec linear trend, FHT output in the alpha band changed by less than .07% from the ideal value. Of relevance in studies of P300, the 1-2 and 2-3 Hz bins showed almost no effect. Virtually all of the activity contributed by the linear trend was confined to the 0-1 Hz bin. Thus, slow drift is likely to be problematic only for investigators concerned about very slow activity.

**Windowing.** Because Fourier analysis in principle requires continuous data, but real-world data epochs are discontinuous, the ends of the epoch present a serious problem. Unless the only signals present in the data are sinusoidal waves with periods of exactly 1/T and its harmonics (T, again, being the length of the epoch), the data value at the end of the epoch will not generally be that of the start at the epoch. To minimize disruption from that discontinuity, it is common to window each epoch—to taper the ends toward zero by using a weighting function.
that resembles the positive half cycle of a sine wave. Understanding the relationship of this windowing of data, in the context of frequency domain filtering, to the windowing of weights discussed earlier, in the context of time domain filtering, helps to clarify the relationship of time and frequency domain filtering more generally. In the case of time domain filtering, we window the weights, in the time domain, and then we cross-multiply the weights with the data. In the case of frequency domain filtering, we window the data in the time domain, and then we employ the FFT or FHT to convert the data to the frequency domain. In both cases, the windowing is applied in the time domain. In fact, the same choices of windowing functions are available for both uses. In both the time domain and the FHT computations used for the simulations that we report here, we employed the Hamming window.

The role of windowing in time domain and frequency domain approaches may be summarized and compared as follows. The time domain approach cross-multiplies three time series in the time domain: the windowing function, the (unwindowed) weights (the inverse transform of the desired gain function), and the original data. The frequency domain approach cross-multiplies two time series in the time domain: the windowing function and the original data. Then, after this product is transformed to the frequency domain, the frequency domain approach does a third cross-multiplication, using the desired gain function. The pragmatic point is that the investigator needs to choose a windowing function for use with FFT or FHT analysis, just as was needed for use with the time domain filtering discussed earlier.

Epoch overlap. Although advisable in principle, this tapering of data prior to FFT or FHT necessarily loses information (because some data points receive weights less than 1.0 in the tapering function). To compensate for this problem, overlapping segments are commonly analyzed when multiple contiguous epochs are available. For example, when one is processing a lengthy EEG epoch 3 sec at a time with 50% overlap, the first epoch to be analyzed covers 0–1,000 msec, and the second epoch covers 500–1,500 msec. The weighting function would have tapered (substantially underrepresented) the data from roughly 800 to 1,000 msec in the 0–1,000 msec epoch, but those data would pass through the tapering function almost intact during analysis of the 500–1,500 msec epoch.

There is no firm rule for how much overlap there should be, but common amounts are 25%, 50%, and 75%. When one is using a pure sine wave as simulated data, the choice of overlap should make no difference, provided that the epoch is long relative to the sine wave frequency, because the same information is contained in any epoch. In the present case, we applied the FHT to 1,024-sec epochs (28 data points) of the 60-sec, 10-Hz sine wave. As expected, overlaps of 0%, 25%, 50%, and 75% made no difference, within rounding error, and they produced RMS values very close to those for the time domain filters with the most weights in Tables 1 and 2.

One consequence of the overlap strategy can be noted. The run time of a straightforward implementation of the Fourier transform is proportional to \( N^2 \), where \( N \) is the number of data points in the time series analyzed. The fast Fourier transform improves this to \( N \log_2 N \). This is an enormous improvement for large \( N \). As noted earlier, one option to reduce violation of the stationarity assumption is to analyze long epochs as a series of short epochs, such as a 60-sec time series analyzed via 60 FFTs of 1-sec epochs. This approach has the added advantage of requiring less total run time—43% less for a 60-sec time series. However, using a 50% overlap, 119 rather than sixty 1-sec analyses must be run, taking 14% longer than a single 60-sec time series. Furthermore, because the frequency resolution of the FFT or FHT output is 1/7, analyzing the longer epoch provides better frequency resolution. Glaser and Ruchkin (1976) showed that the frequency spectrum leakage discussed earlier affects less of the frequency spectrum for small values of 1/7. Investigators must weigh these tradeoffs in selecting epoch length.

COMPARISON OF TIME AND FREQUENCY DOMAIN DIGITAL FILTERING

The interchangeability of time domain and frequency domain representations of a given waveform warrants emphasis. Either description completely specifies the raw phenomenon illustrated in the composite waveform. One description may be more tractable for a particular type of analysis or more intuitively appealing for a particular type of question, but exactly the same information is available in the two representations. Given the focus in this paper on filtering, the relevant implication of this fundamental point is that equivalent filtering can be accomplished in the time domain or in the frequency domain. For at least some kinds of methods in each domain, there is a direct analogue in the other domain. An example of this can be seen in the steps illustrated in Figure 4. We began with raw data collected in the time domain and with an ideal filter gain function specified in the frequency domain. To generate the weights for a time domain filter, we transformed the frequency domain gain function into the time domain. Alternatively and equivalently, however, we could transform the raw data into the frequency domain and conduct the filtering there, simply by cross-multiplying, frequency bin by frequency bin, the frequency spectrum of the raw data with the desired gain function. Various details, choices, and tradeoffs are left out of this comparison for clarity, but the point is that many time domain operations have frequency domain analogues and vice versa. The investigator should choose a method based on familiarity, availability, speed, and so forth.

Of practical interest is how the accuracy and speed of the time domain digital filtering method emphasized earlier in this paper compare with those of the FHT. We evaluated this empirically, finding both methods to be highly accurate (given sufficient weights for the time do-
Table 3

<table>
<thead>
<tr>
<th>No. Weights</th>
<th>Filtered RMS Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>7.071</td>
</tr>
<tr>
<td>31</td>
<td>4.600</td>
</tr>
<tr>
<td>41</td>
<td>2.591</td>
</tr>
<tr>
<td>51</td>
<td>2.470</td>
</tr>
<tr>
<td>101</td>
<td>3.325</td>
</tr>
<tr>
<td>125</td>
<td>3.538</td>
</tr>
<tr>
<td>175</td>
<td>3.795</td>
</tr>
<tr>
<td>251</td>
<td>3.982</td>
</tr>
<tr>
<td>501</td>
<td>4.177</td>
</tr>
<tr>
<td>1,023</td>
<td>4.280</td>
</tr>
</tbody>
</table>

Note—Table entries are postfiltering RMS signal voltage in μV for an input signal consisting of real EEG sampled at 250 Hz.

main filter) and finding each method to be superior under some circumstances, depending on tradeoffs of accuracy and speed. We employed two 60-sec data sets, sampled at 250 Hz and filtered for an 8–13 Hz bandpass. The first was the same pure 10-Hz sine wave used in simulations reported above. The second was a sample of actual EEG, to provide a comparison using a complex, real-world signal containing noise.

Filter Accuracy

Choice of degree of overlap is potentially more of an issue with complex, nonstationary, real-world EEG/ERP data. We used 60 sec of real EEG data recorded from F3–M1 and M2–M1 derivations (International 10–20 System; Jasper, 1958) and converted off line to a linked mastoids reference, corrected for EOG artifact (Gratton et al., 1983; Miller et al., 1988), and analyzed in 1,024-sec epochs. Each epoch was Hamming windowed. With the FHT, overlaps of 0%, 25%, 50%, and 75% produced RMS values of 4.459, 4.025, 4.293, and 4.290 μV. These four values are quite consistent, although increased overlap appears to be associated with more stable values.

Table 3 illustrates the results of similar analyses but using a time domain filter with varying numbers of weights. As the number of weights increases from 51, the RMS values grow toward that for the 1,023-weight filter. At 1,023 weights, the filtered RMS value (4.280) is virtually identical to the values for the 50% (4.293) and 75% (4.290) overlaps in the FHT analysis.

As illustrated above in the Etienne et al. (1990) example and also in Figure 5, filters with fewer weights, in general, pass less of the activity in the pass band(s) and more activity in the stop band(s). If the epoch to be filtered contains considerable activity in frequencies adjacent to the desired pass band, the computed (filtered) RMS value may fluctuate substantially as a function of what transition band activity is passed. Thus, the RMS values could vary greatly as a function of activity in other parts of the frequency spectrum. This fluctuation is apparent for the filters in Table 3 with the fewest weights. The poor gain functions of those filters (see Figure 5) indicates that a significant portion of the low frequencies in the data would be passed. With RMS values at 0–1 Hz being substantially larger than those in the alpha band in the data sample, the RMS values obtained by the putative "alpha" filters in Table 3 that have relatively few weights fluctuated badly. It should be noted that these filters nevertheless have considerably more weights than do many used in the ERP literature, underscoring our earlier point about the potential inadequacy of common time domain digital filters.

The vulnerability of time domain filters with few weights is a function of the signal-to-noise ratio (pass-

Figure 5. Amplitude gain functions for several of the filters presented in Table 3. The different line types illustrate filters differing in number of weights. The x-axis has been truncated at 40 Hz, to provide more visual resolution at lower frequencies. Note that the gain function approximates the ideal of a square wave better as the number of weights increases.
FILTERING IN EEG/ERP ANALYSIS

This paper has emphasized, first, that time domain digital filters in various forms are pervasive in the EEG/ERP literature, although the conceptual continuity across specific examples is not always appreciated; second, that time domain filters are robust to variations in real-time filter weight density and slow drift but not to variations in number of cycles spanned; and, finally, that the FFT appears to be an underappreciated method which is faster not only than the commonly used FFT but also in some cases than time domain digital filtering. Such generalizations must be offered cautiously, for there are surely cases in which empirical conclusions might be different. Furthermore, the goals of digital signal processing vary greatly across studies. For example, the FFT and FHT have the advantage of providing a full-spectrum, frequency domain characterization of the data, which is more commonly of interest in EEG than in ERP studies. Time domain filtering can readily be applied in real time, and it preserves the data in their original form (more suitable for conventional ERP component scoring), although the output of frequency domain filtering can be transformed back to the time domain as well.

Our strongest recommendation is that investigators evaluate the filters they plan to use before becoming committed to them.6 This can be done empirically, with simulations such as those undertaken for this paper, or analytically, relying on evaluation of the gain function of a given filter. As concluded above, the number of cycles spanned deserves particular attention.

Second, we recommend that gain functions be described more fully than is typical in published work. Although inclusion of a figure providing the full gain function is generally unnecessary, investigators should report more than the nominal cutoff frequency (which itself should be specified as the half-amplitude or the half-
power frequency; see Cook & Miller, 1992). For example, the gain function slope at the cutoff frequency and in some cases the degree of ripple in the pass band and stop band should be provided. Gains at specific frequencies are sometimes important, such as alpha band artifact in a P300 study involving single-trial scoring.

Third, we recommend that investigators pay as much attention to the low end of the frequency spectrum as to the high end. The need for a sampling frequency well above twice the highest frequency in the raw data is generally understood. Investigators often implement some sort of smoothing filter to minimize the resulting high-frequency activity that is not of interest in the time series to be filtered. However, present simulations suggest that time domain digital filters may need to span several cycles of the slowest frequencies present in order for artifactual results to be avoided. The number of cycles needed in order to reach asymptotic filter performance may be highly dependent on the parameters of a given case, but the general point is that frequency resolution will improve when more weights are used.

Fourth, we share Farwell et al.'s (1993) serious reservations about boxcar filters. We recommend that their use be confined to cases in which their appropriateness has been clearly established. Their computational speed advantage rarely provides a compelling reason for their use.

We hope that the present discussion encourages appreciation for and more systematic evaluation of time domain and frequency domain approaches to digital filtering.
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NOTES

1. The methods discussed in this paper are applicable to data points arrayed in space as well as to those arrayed in time. Spatial frequency analysis becomes more feasible as the number and spatial density of electrode placements increases (see STUTSCHAN, TUCKER, & MURIAS, 1998). The methods discussed in this article generally assume that the time series of data resulted from sampling at equal time intervals. Thus, for a straightforward application of these methods to spatial-time-series data, electrodes would have to be equally spaced on the scalp. Furthermore, two- and three-dimensional extensions of such methods would be desirable. The methods discussed in this paper are also applicable beyond EEG/ERP data, encompassing other psychophysiological measures such as the electrocardiogram, the magnetoencephalogram, heart rate, and hemodynamic imaging data.

2. A sine wave signal can be completely characterized by three parameters: amplitude, frequency, and phase. The concept of phase can be readily understood if one conceives of the time course of a cosine wave as re-
...ation around a circle. Thus, phase refers to where the cosine function is in its cycle at a given moment. Phase is commonly quantified in terms of degrees (of the 360° in a circle) or in radians (of the 2π radians in a circle). A cosine wave starting at amplitude y = 1 (at x = 0) is said to be at a phase angle of 0° or 0 radians. One quarter cycle later, as it crosses 0 (at x = 1), the cosine wave is at 90° (3π/4) or π/2 (2π/4) radians. One can follow this throughout the cycle or, equivalently, around the circle.

3. See Appendix A in Cook and Miller (1992) for discussion of the computational steps for the direct and inverse Fourier transforms—that is, for shutting between time and frequency domain representations. See Makeig and Jung (1996) for a discussion of some nonstationary approaches to frequency decomposition in psychophysiology.

4. Although bin is the common term, it can be misleading. It implies that the amplitude value for a given “bin” reflects all of the activity in a range of frequencies. For example, in an FFT of a 1-sec epoch, the frequency resolution will be 1/T = 1 Hz. It is common to misunderstand, say, the 8-Hz bin as capturing all frequencies between 8 and 9 Hz or between 8.5 and 9.5 Hz. In fact, however, it correctly represents activity only at precisely 8 Hz. In this example, any activity that is not a harmonic of 1 Hz—that has a frequency that is not an integer—is not accurately represented by any “bin” and instead “leaks” into other “bins.” This issue of harmonics and leakage is discussed later in this paper (see also Glaser & Ruchkin, 1976).

5. As this paper went to press, it was pointed out that if a Hanning window is used, then 50% epoch overlap provides uniform weighting over time (i.e., that the weights applied to each time point sum to 1.0), whereas there is no ideal overlap for a Hanning window (James Long, personal communication, July 25, 1997).

6. Software (based on Cook, 1981) available from E. W. Cook computes and plots the gain function for any arbitrary set of weights used in the kind of zero-phase-shift FIR filter emphasized in this paper, including a boxcar filter. Alternatively, it computes weights for such filters on the basis of user-specified cutoff frequencies, sampling frequency, and window type.